
Introduction
ØMotivation:
▪Detection of Alzheimer’s disease (AD) is crucial for timely intervention to 
slow down disease progression
▪Speech offers non-intrusive, accessible, affordable and automatic means for 
detecting AD
▪Transfer learning-based linguistic embeddings have proven to be valuable 
for AD detection, but current acoustic embeddings leave much to be desired
▪Visual-spatial abilities are accessed in cognitive tasks, but have been 
overlooked in previous AD detection research

ØObjective & Contributions: 
▪Aggregation methods to leverage pretrained representations effectively
▪Incorporate visual information by modeling relationship between speakers’ 
utterances and picture stimuli
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Approach
ØOverview:

ØFeature Extractor:

Results
ØResults using different single layers:
▪Whisper: top layers (semantic)
▪BERT: middle layers (syntactic)

Conclusion
ØPerformance gap between acoustic and linguistic 

models has significantly narrowed compared to the past
ØIncorporate visual information to assess cognitive 

abilities in visual-spatial, attention domains
ØSuperior performance achieved on ADReSS corpus
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Approach
ØTask-related text-visual correlation:

Keywords
Nouns: boy, girl, woman, kitchen, 
cookie, jar, stool, sink, garden, …
Verbs: steal, wash, dry, overflow, …

Subject’s Description
There's a young boy going in a 
cookie jar and there's a little girl 
a young girl …
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Experimental Setup
ØDataset: ADReSS Corpus[Luz’20]

ØModel & training details:
▪Pretrained models: Whisper, BERT
▪Binary cross-entropy loss, AdamW optimizer

ØEvaluation Protocols:
▪Binary classification accuracy and F1 scores

AD non-AD

Train
Male 24 24
Female 30 30

Test
Male 11 11
Female 13 13

Results
ØComparison of different aggregation methods:

ØComparison of different visual keyword sets:

ØCombination of multimodal features:


